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Based on a phenomenological model with competing nematic order and extended 𝑠 -wave 

superconductivity, the vortex states in the electron-doped BaFe1.8Co0.2As2  are investigated by 

solving Bogoliubov–de Gennes’ equations. The spin-driven nematic order is considered for the 

optimally doped compound. Our results show that there is no Andreev bound states at the Fermi 

energy in the nematic phase. The double-peak structure of the local density of states is favorable 

to scanning tunneling microscopy experiments. We also propose an oval shape of the vortex 

structure in the local density of states map which is attributed to the existence of the nematic 

order. 

PACS numbers: 74.25.Jb, 74.25.Ha, 74.20.Mn

I. INTRODUCTION  

Iron-pnictide superconductors have compelling 

evidence for the observed nematicity in an exotic phase 

between the striped spin-density-wave (SDW) and 

superconducting (SC) order. The relation between the 

superconductivity and nematicity has become one of the 

essential issues in Fe-based superconductors. In this 

regard, investigating the vortex core states can provide 

useful information on the interplay between the 

nematicity and SC, as well as the SDW. 

Recently, the scanning tunneling microscopy (STM) 

measurement on hole-doped Ba1−xKxFe2As2 samples has 

reported the existence of a clear Andreev bound states 

at the vortex core. The local density of states (LDOS) is 

asymmetrically peaked at the energy below the Fermi 

energy [1]. On the other hand, there are no bound states 

been reported on electron-doped BaFe1.8Co0.2As2 

samples [2]. The LDOS does not show any subgap peaks 

at the vortex core. 

Theoretically, many authors have successfully 

demonstrated the existence of bound states at the vortex 

core in the hole-doped regime based on a two-orbital 

model [3-5]. The calculated LDOS shows an asymmetric 

peak at the energy below the Fermi energy. Meanwhile, 

several authors also use the two-orbital model and 

predict a peak at the energy above the Fermi energy in 

the electron-doped regime [6-9]. However, the theoretical 

predictions on the electron-doped samples have 

contrasted with the experimental results. Therefore, it is 

an important issue to develop a theory for the vortex 

core states in iron-pnictide superconductors. 

Lately, the nematic phase has been reported in many 

experiments in electron-doped samples. The nematic 

order is possibly driven by electron spins and 

characterized by the spontaneous breaking of the 

tetragonal symmetry [10-24]. As a result, the spin-driven 

nematic order does not develop any SDW gap due to the 

antiferromagnetism along the 𝑥 - and 𝑦 -directions 

[25,26]. However, in the presence of a magnetic field, the 

magnetization might be locally enhanced in the vortex 

core as the nematic order exists ubiquitously. The 

induced magnetic moment would cause a local gap at the 

Fermi energy in the LDOS and split the conductance 

peak into two peaks. Such a double-peak structure can 

account for the non-observation of the subgap peaks in 

the optimally doped region of electron-doped samples. 

Therefore, the existence of the nematic order is a good 

candidate to explain the vortex structure in iron-pnictide 

superconductors. 

In this paper, we study vortex core states with the 

interplay between SC and nematicity by a two-orbital 

Hamiltonian on a two-dimensional lattice. The spin-

driven nematic order is incorporated as two modulated 

stripes of magnetizations inter-penetrate each other 

which has reported in our previous work [26]. The LDOS 

is performed to be compared with STM experiments. We 

show that the disappearing of the resonance peak in the 

LDOS is in qualitative agreement with STM 

experiments. Moreover, the effect of nematic order on 

vortex core structure is also discussed. The integrated 

spectrum of LDOS maps exhibits an oval shape of the 

vortex core, which we predict to be measurable by future 

experiments. 

The rest of paper is organized as follows. In Sec. II, we 

develop a mean-field two-orbital Hamiltonian on a 

square lattice and apply a magnetic field.  In sec. III, we 

performed the numerical calculation of Bogoliubov-de 

Gennes (BdG) equations. In sec. IV, we calculate the 

LDOS at the vortex core center, at the site outside the 

vortex core, and present the integrated spectrum of 



  

 

 

LDOS maps. Finally, sec. V gives conclusions of the 

results. 

II. M ODEL AND FORM ALISM  

We begin with a two-orbital model on a two-

dimensional lattice and consider the on-site interaction 

which is solely responsible for the magnetization and the 

next-nearest-neighbor attraction which causes the 𝑠+− 

pairing [26]. The effective mean-field Hamiltonian can be 

written as, 

�̂� = �̂�0 + �̂�Δ + �̂�int (1) 

�̂�0 = ∑ 𝑡𝑖𝑗𝑢𝑣

𝑖𝑗𝑢𝑣𝜎

�̂�𝑖𝑢𝜎
† 𝑐𝑗𝑣𝜎 − 𝜇 ∑ �̂�𝑖𝑢𝜎

𝑖𝑢𝜎

 

�̂�Δ = ∑(Δ𝑖𝑗𝑢�̂�𝑖𝑢𝜎
† �̂�𝑗𝑢𝜎′ + H.c.)

𝑖𝑗𝑢𝜎

 

�̂�int = 𝑈 ∑ ⟨�̂�𝑖𝑢𝜎′⟩�̂�𝑖𝑢𝜎

𝑖𝑢
𝜎≠𝜎′

+ 𝑈′ ∑ ⟨�̂�𝑖𝑢𝜎′⟩�̂�𝑖𝑣𝜎

𝑖,𝑢<𝑣

𝜎≠𝜎′

+ (𝑈′ − 𝐽𝐻) ∑ ⟨�̂�𝑖𝑢𝜎⟩�̂�𝑖𝑣𝜎

𝑖,𝑢<𝑣,𝜎

 

Here, 𝑖, 𝑗 are the site indices, 𝑢, 𝑣 = 1, 2 are the orbital 

indices, 𝜎  represents the spin, 𝜇  is the chemical 

potential, and 〈𝑛𝑖𝑢𝜎〉  is the electron density. The 

hopping matrix elements 𝑡𝑖𝑗𝑢𝑣 are chosen as [26, 27] 

𝑡𝑖,𝑖±𝑥(𝑦),𝑢,𝑢 = 𝑡1 = −1.0, 

{
𝑡𝑖,𝑖±(𝑥+𝑦),𝑢,𝑢 =

1+(−1)𝑥+𝑦+𝑢

2
𝑡2 +

1−(−1)𝑥+𝑦+𝑢

2
𝑡3 = 0.08,

𝑡𝑖,𝑖±(𝑥−𝑦),𝑢,𝑢 =
1+(−1)𝑥−𝑦+𝑢

2
𝑡3 +

1−(−1)𝑥−𝑦+𝑢

2
𝑡2 = 1.35,

  

𝑡𝑖,𝑖±(𝑥±𝑦),𝑢,𝑣≠𝑢 = 𝑡4 = −0.12, 

𝑡𝑖,𝑖±𝑥(𝑦),𝑢,𝑣≠𝑢 = 𝑡5 = 0.09, 

𝑡𝑖,𝑖±2𝑥(2𝑦),𝑢,𝑢 = 𝑡6 = 0.25, 

to fit the band structure obtained from the first-

principles calculation. 𝑈  and 𝐽𝐻  are the on-site intra-

orbital Hubbard repulsion and Hund’s coupling, 

respectively. We use the nonrotationally invariant 

Hund’s coupling and have the interorbital Coulomb 

interaction 𝑈′ = 𝑈 − 2𝐽𝐻  according to symmetry [28]. 

Δ𝑖𝑗𝑢𝑢 = 𝑉〈𝑐𝑖↑𝑐𝑗↓〉  is the intraorbital spin-singlet 𝑠+− 

pairing bond order parameter and 𝑉 is the next-nearest-

neighbor intraorbital attraction. 

In the presence of a magnetic field 𝐵 perpendicular to 

the plane, the hopping integral is substituted by the 

Peierl’s phase factor as 

𝑡𝑖𝑗𝑢𝑣 → 𝑡𝑖𝑗𝑢𝑣𝑒
𝑖

𝜋

Φ0
∫ 𝐀(𝑟) ⋅ 𝑑𝑟

𝑟𝑖

𝑟𝑗 , 

where Φ0 = ℎ𝑐/2𝑒 is the superconducting flux quantum, 

and 𝐀 = (−𝐵𝑦, 0,0) is the vector potential in the Landau 

gauge. Here, we introduce the magnetic unit cell which 

accommodates two superconducting flux quanta. The 

linear dimension of the rectangular lattice is 𝑁𝑥 × 𝑁𝑦 

where 𝑁𝑥 = 2𝑁𝑦. The size is larger than the coherence 

length  of the iron-pnictides [2]. 

The Hamiltonian (1) can be solved self-consistently 

through the Bogoliubov-de Gennes’ equations, 

∑ (
𝐻𝑖𝑗𝑢𝑣↑ Δ𝑖𝑗𝑢𝑣

Δ𝑖𝑗𝑢𝑣
∗ −𝐻𝑖𝑗𝑢𝑣↓

∗ )

𝑗𝑣

(
𝑢𝑗𝑣

𝑛

𝑣𝑗𝑣
𝑛 ) = 𝐸𝑛 (

𝑢𝑖𝑢
𝑛

𝑣𝑖𝑢
𝑛 ) , 

where 

𝐻𝑖𝑗𝑢𝑣𝜎 = 𝑡𝑖𝑗𝑢𝑣𝜎 + {−𝜇 + 𝑈〈𝑛𝑖𝑢�̅�〉 + 𝑈′〈𝑛𝑖𝑣𝜎〉

+ (𝑈′ − 𝐽𝐻)〈𝑛𝑖𝑣�̅�〉}𝛿𝑖𝑗 

The self-consistent parameters for the electron density 

and the pairing order parameter are given as follows, 

⟨𝑛𝑖↑⟩ = ∑|𝐮𝑖
𝑛|2

2𝑁

𝑛

𝑓(𝐸𝑛) 

⟨𝑛𝑖↓⟩ = ∑|𝐯𝑖
𝑛|2

2𝑁

𝑛

𝑓(1 − 𝐸𝑛) 

Δ𝑖𝑗 =
𝑉

2
∑ 𝐮𝑖

𝑛𝐯𝑗
𝑛∗

2𝑁

𝑛

tanh (
𝛽𝐸𝑛

2
) 

where 𝐮𝑖↑
𝑛 = (𝑢𝑖

𝑛 −𝑣𝑖
𝑛∗), 𝐯𝑖↓

𝑛 = (𝑣𝑖
𝑛 𝑢𝑖

𝑛∗), and 𝑓(𝐸𝑛) is 

the Fermi distribution function. We solve the set of BdG 

equations above self-consistently. Once the self-

consistency is achieved, the electron filling 〈𝑛〉  is 

calculated. Here 〈𝑛〉 is half of the value of the doping 

concentration 𝑥, i.e., 〈𝑛〉 = 𝑥/2. 

The local density of states (LDOS) proportional to the 

differential tunneling conductance as measured by STM 

is expressed as, 

𝜌𝑖(𝐸) = −
1

𝑀𝑥𝑀𝑦

∑[|𝐮𝑖𝑢
𝑛 |2𝑓′(𝐸𝑛 − 𝐸)

𝑛𝑢

+ |𝐯𝑖𝑢
𝑛 |2𝑓′(𝐸𝑛 + 𝐸)|] 

where 𝑀𝑥 and 𝑀𝑦 is the number of magnetic unit cells. 

The size of a magnetic unit cell is 𝑀𝑥 × 𝑀𝑦 = 40 × 40. 

Throughout the paper, the length and energy are 

measured in units of the Fe-Fe distance 𝑎  and 𝑡1 , 

respectively. In the following, the on-site Coulomb 

interaction 𝑈 , Hund’s coupling 𝐽𝐻 , and next-nearest-

neighbor attraction are respectively taken as 𝑈 = 3.5, 

𝐽𝐻 = 0.4, and 𝑉 = 1.3 to ensure that a vortex core can 

be completely enclosed inside a square lattice. We would 

study on different doping concentrations 𝑥 = 2.05, 2.1, 

and 2.2, corresponding to the stripe SDW, nematic and 

SC states, respectively, in the presence of a magnetic 

field. 

III. VORTEX CORES 



  

 

 

For 𝑥 = 2.05, we perform the vortex core in the stripe 

SDW state corresponding to the underdoped region. 

Figures 1(a) shows the spatial configurations of the 𝑠+−  

wave superconductivity ∆𝑖 . The superconductivity is 

vanished at the vortex center and starts to increase 

anisotropically along both 𝑥 - and 𝑦 -directions at the 

scale of the coherence length  to its bulk value. Figures 

1(b) show the spatial configurations of the magnetization 

𝑀𝑖. The magnetization shows the spins parallel along the 

𝑦 -axis and antiparallel along the 𝑥 -axis, i.e., the 

modulation along the 𝑥 -axis with wavelength 𝜆 = 2𝑎 

corresponding to the wavevector 𝑄𝑥 = (𝜋, 0) . Around 

the vortex core center, the field enhances the 

magnetization and causes a small bump. Figures 1(c) 

show the spatial configurations of the charge density 𝑛𝑖. 

The charge density displays a depletion with an elliptic 

shape around the vortex core center. 

  

FIG. 1.  (Color online) The spatial configurations of 

(a) the 𝑠+−  wave superconductivity ∆𝑖 , (b) the 

magnetization 𝑀𝑖 , and (c) the charge density 𝑛𝑖  on a 

32 × 32  lattice. The electron filling is 𝑥 = 2.05 

corresponding to the stripe SDW state. 

For 𝑥 = 2.1, we perform the vortex core in the nematic 

state corresponding to the optimally doped region. The 

superconductivity in Fig. 2(a) is vanished at the vortex 

center and starts to increase at the scale of the coherence 

length  to its bulk value, but the increase is gentle along 

the 𝑦-direction. The anisotropic coherence lengths make 

the vortex cores an oval shape. Furthermore, the 

magnetization in Fig. 2(b) can be described as 



  

 

 

𝑀𝑖 = 𝑀1 cos(𝑞𝑦 ⋅ 𝑟𝑖) 𝑒𝑖𝑄𝑥⋅𝑟𝑖 + 𝑀2 sin(𝑞𝑥 ⋅ 𝑟𝑖) 𝑒𝑖𝑄𝑦⋅𝑟𝑖 

where the wavevectors 𝑞𝑥 = (2𝜋 𝜆⁄ , 0)  and 𝑞𝑦 =

(0,2𝜋 𝜆⁄ ) correspond to a modulation along the x-axis 

and the y-axis with wavelength 𝜆 = 28𝑎 . 𝑄𝑥 = (𝜋, 0) 

corresponds to the spins parallel along the 𝑦-axis and 

antiparallel along the 𝑥-axis. 𝑄𝑦 = (0, 𝜋) corresponds to 

the spins parallel along the 𝑥-axis and antiparallel along 

the 𝑦-axis. 𝑀1 = 0.04 and 𝑀2 = 0.06 are the amplitude 

of the modulation of the bulk value [26]. In the presence 

of a magnetic field, the magnetization is slightly 

enhanced at the vortex core center which remains 𝑀1 ≠

𝑀2  and preserves the 𝐶2  symmetry of a single vortex 

core. On the other hand, the charge density is depleted 

at the vortex core which is compensated by an 

enhancement of electrons around the vortex core. In 

addition, the charge density in Fig. 2(c) exhibits a 

modulation with period 14𝑎 and an oval shape of the 

vortex core.  

  

FIG. 2.  (Color online) The spatial configurations of 

(a) the 𝑠+−  wave superconductivity ∆𝑖 , (b) the 

magnetization 𝑀𝑖 , and (c) the charge density 𝑛𝑖  on a 

28 × 28  lattice. The electron filling is 𝑥 = 2.1 

corresponding to the nematic state. 

For 𝑥 = 2.2 , we perform the vortex core in the 

superconducting state corresponding to the overdoped 

region. Fig. 3(a) shows that the superconductivity goes 

to zero at the vortex core center and isotropically 

increases to its bulk values. The isotropic coherence 

lengths reveal a circular shape of the vortex core. Fig. 

3(b) shows that the magnetization is fully suppressed 

inside the vortex core and outside the vortex core. Fig. 

3(c) shows that the charge density is enhanced in the 

vortex core. 



  

 

 

 

FIG. 3.  (Color online) The spatial configurations of 

(a) the 𝑠+−  wave superconductivity ∆𝑖 , (b) the 

magnetization 𝑀𝑖 , and (c) the charge density 𝑛𝑖  on a 

28 × 28  lattice. The electron filling is 𝑥 = 2.2 

corresponding to the SC state. 

IV. LOCAL DENSITY OF STATES 

In order to further examine the differences among the 

vortex cores in the stripe SDW state, nematic state, and 

SC state, we perform the calculations of the LDOS at 

three electron dopings, i.e., 𝑥 = 2.05, 𝑥 = 2.1, and 𝑥 =

2.2. 

We examine the LDOS maps, which are the LDOS 

with fixed energy at each site of the magnetic unit cell, 

at various energies. In Fig. 4, the LDOS maps have been 

presented at energies ranging from 0.0 to 0.1 with ∆𝐸 =

0.02  increments. Usually, the STM images obtained 

experimentally are results of integrating the spectral 

density between energies 𝐸1 and 𝐸2, which is defined as 

𝑆𝑖(𝐸1, 𝐸2) = ∑ 𝜌𝑖(𝐸)∆𝐸

𝐸2

𝐸1

 

There 𝐸1 is taken to be 0 and 𝐸2 has been set near the 

energy of the vortex core state. 

The integrated spectrum 𝑆𝑖(𝐸1, 𝐸2) of the LDOS maps 

for 𝑥 = 2.05 is shown in Fig. 4(a). It shows that the 

intensities of the elliptic bump are predominantly 

concentrated near the vortex core and decays rapidly 

away from the vortex core center. For 𝑥 = 2.1 (as shown 

in Fig. 4(b)), the LDOS map shows that the intensities 

along the 𝑥-axis decay more rapidly than the one along 

the 𝑦-axis. The anisotropic distribution of the intensities 

of the integrated spectrum resulting in an oval shape of 

the vortex core, which are predominantly concentrated 

inside the vortex core. For 𝑥 = 2.2 (as shown in Fig. 

4(c)) the LDOS maps presents a circular bump around 

the vortex core center. 



  

 

 

 

FIG. 4.  (Color online) The spatial variation of the 

local density of states (LDOS maps) (a) 𝑥 = 2.05 (b) 

𝑥 = 2.1  (c) 𝑥 = 2.2 . The integrated spectrum of 

𝑆𝑖(𝐸1, 𝐸2) are from the Fermi energy to the upper bound 

of the vortex core state. 

The LDOS as a function of energy have been presented 

at the vortex core center and at the site outside the 

vortex core given in Fig. 5(a), 5(b), and 5(c). 

For 𝑥 = 2.05, the existence of the stripe SDW order 

develops an SDW gap which shifts toward the negative 

energy of the LDOS (purple line in Fig. 5(a)). At the site 

outside the vortex core, the shifted SDW gap suppresses 

the intensities of superconducting coherence peak at the 

negative energy resulting in the prominently asymmetric 

coherence peaks (green line in Fig. 5(a)). At the vortex 

core center, the magnetization is slightly enhanced and 

the maximum value of the magnetization reaches 𝑀max ≃

0.21. Meanwhile, the charge density depletes and results 

in a local hole-rich region. Nevertheless, the local SDW 

order push away the zero-bias resonance peak toward the 

positive energy as the behavior similar to the hole-doped 

iron-pnictide superconductors, such as Ba1−𝑥K𝑥Fe2As2 

[5].  

For 𝑥 = 2.1 , figure 5(b) shows the LDOS in the 

nematic state. In the nematic state, the magnetization 

does not cause any SDW gap [25, 26]. Therefore, the 

LDOS at the site outside the vortex core exhibits only 

one kind of gap, i.e., the superconducting gap. At the 

vortex core center, the magnetization is slightly 

enhanced and the maximum value of the magnetization 

is 𝑀max ≃ 0.16. The developed local SDW order further 

splits the zero bias resonant peak. In addition, the states 

associated with these two peaks have been referred to as 

the vortex core states.  

For 𝑥 = 2.2, figure 5(c) shows a the sharp in-gap peak 

at the negative energy indicates the existence of the 

Andreev bound states as well. As the energy far away 

from the Fermi energy, the LDOS reach its bulk values. 

At the site outside the vortex core, the LDOS reveals 

two extra coherence peaks on the edges of the SC gap, 

which is a hallmark of two SC gaps (green line in Fig. 

5(c)). 

The LDOS maps shows that both the nematic state 

and the stripe SDW state exhibit elliptic shape. 

Nevertheless, the LDOS spectrum for the nematic state 

displays two-peak structure and the LDOS spectrum for 

the stripe SDW state shows one peak. This splitting of 

the LDOS at the vortex core center had been reported 

by the STM experiments on the optimally doped 

BaFe1.8Co0.2As2 [2] can be explained with the existence 

of the nematic order. However, the elliptic shape of the 

vortex core still lack explicitly data to be verified. 



  

 

 

    

FIG. 5.  (Color online) The local density of states at 

the vortex core center (purple line) and of the bulk 

values (green line) for (a) 𝑥 = 2.05 (b) 𝑥 = 2.1 (c) 𝑥 =

2.2, respectively. 

V. CONCLUSION  

In conclusion, we have studied the vortex core among 

the nematic, stripe SDW, and SC states in electron-

doped iron-pnictide superconductors such as 

Ba(Fe1−xCoxAs)2  by using a two-orbital tight-binding 

model plus the magnetic interactions. 

In the stripe SDW state, the LDOS maps exhibits an 

oval vortex core similar to the nematic state. 

Nevertheless, the stripe SDW order make as SDW gap 

which shifts toward the negative energy of the LDOS 

and suppresses one of the superconducting coherence 

peaks. At the vortex core center, the zero-bias resonance 

peak is pushed away toward the positive energy due to 

the induced magnetization inside the vortex core. 

In the nematic state, the integrated spectrum of LDOS 

maps shows an oval shape of the vortex core. The 

magnetization is slightly enhanced inside the vortex core, 

and causes a significant splitting of the zero-bias 

resonance within the superconducting coherence gap. 

The LDOS displays distinct two peaks which are referred 

to the vortex core states and consistent with the STS 

experiments [2]. Outside the vortex core, even the 

existing of the magnetization, there are still no SDW 

gap. 

In the SC state, the LDOS maps exhibits a circular 

vortex core. There is no SDW orders existing inside or 

outside of the vortex core. The LDOS shows a the sharp 

in-gap peak at the negative energy at the vortex core 

center. Outside the vortex core, the LDOS shows two 

extra peaks at the inner edge of the coherence peaks 

which provides the evidence of two SC gaps. 
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